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Here I give a brief summary to analyze 2 variables in R.

Relationship to Methods of
Variables Summarizing method know analysis R functions
2 by 2 contingency Fisher's exact
Bl, B2 table Independence test fisher. test(table (B1,B2))
(same) (same) (same) Chi-square test chisq.test(table(B1,B2))
library (ved)
Strength of (OR <- oddsratio(table(B1l,B2),1log=FALSE)
(same) (same) relationship Odds ratio confint (OR)
library (ved)
(RR <- riskratio(table(Bl,B2),log=FALSE)
(same) (same) (same) Risk ratio confint (RR)
phi coefficient,
contingency
coefficient, and
(same) (same) (same) Cramer's V library (ved) ; assocstats(table(B1,B2))
Agreement of two library(ved) ; Kappa (table(B1,B2)) or
(same) (same) measurement Kappa coefficients library (fmsb); Kappa.test(table (B1,B2))
2 by n contingency Fisher's exact
B1,C1 table Independence test fisher.test (table(B1,C1))
(same) (same) (same) Chi-square test chisq.test(table(B1,Cl1))
Equal proportion
among several Test of equal prop.test(table(Cl,Bl)) or
(same) (same) groups or not proportions TAB <- table(Cl,Bl); prop.test(TAB[,1],rowSums (TAB))
m by n contingency Fisher's exact
Cci, c2 table Independence test fisher. test (table(C1,C2))
(same) (same) (same) Chi-square test chisq.test(table(C1,C2))
phi coefficient,
contingency
Strength of coefficient, and
(same) (same) relationship Cramer's V library (ved) ; assocstats(table(C1,C2))
o1, 02 Spearman's
(similar to correlation Strength of
C1, C2) coefficients relationship rank correlation cor.test(Cl,C2,method="spearman")
mean with sd for
Bl, x1 each Bl equal mean t-test t.test (X1 ~ B1)
median with semi-
inter-quartile Wilcoxon's rank
(same) range for each Bl equal median sum test wilcox.test (X1 ~ Bl)
logistic how can X1 Fitting logistic (res <- glm(as.factor(Bl) ~ X1, family="binomial"));
(same) regression explain Bl regression model summary (res) ; library (fmsb); NagelkerkeR2 (res)
mean with sd for oneway.test (X1 ~ C1)
cl, X1 each C1 equal mean oneway ANOVA pairwise.t.test(X1,Cl1)
median with semi-
inter-quartile Kruskal-Wallis kruskal.test (X1l ~ Cl1)
(same) range for each Cl equal order test pairwise.wilcox.test(X1,Cl)
X1, x2 mean with sd equal mean t-test t.test (X1,Xx2)
no difference t.test(X1,X2,paired=TRUE) or
(same) mean difference between each pair paired-t-test t.test(X1-X2, mu=0)
median with semi-
inter-quartile Wilcoxon's rank
(same) range equal order sum test wilcox. test (X1,X2)
no order
difference Wilcoxon's signed
(same) median difference between each pair rank test wilcox. test (X1,X2,paired=TRUE)
Pearson'
correlation Strength of
(same) coefficient relationship correlation cor.test(X1,X2)
How can X2 Fitting regression plot (Xl ~ X2); res <- 1lm(X1~X2); abline(res)
(same) regression table explain X1 model summary (res)




Let’s denote binary variables as B1, B2, ..., category variables as C1, C2, ... (ordered category variables as 01,
02, ...), and numeric variables as X1, X2, ...
The possible combinations of these variables and methods of analysis can be summarized as the above table.

For exercise, let’s use the data below.

GENDER SICKNESS ETHNICITY BMI WELLBEING

M HEALTHY  JAPANESE 25.0 GOOD

F HEALTHY  JAPANESE 22.5 GOOD

M DISEASE JAPANESE 28.5 MODERATE
F HEALTHY INDONESIAN 17.5 BAD

M DISEASE INDONESIAN  30.0 BAD

M HEALTHY INDONESIAN 23.5 GOOD

F DISEASE KOREAN 20.0 MODERATE
F HEALTHY KOREAN 19.5 GOOD

M DISEASE KOREAN 24.5 BAD

F HEALTHY KOREAN 27.0 MODERATE

The easiest way to enter the data into R as a dataframe x is, first entering the data into the
spreadsheet software like MS-Excel, selecting the range of the data, then activate R Console and enter
x <- read.delim("clipboard")*!.

However, it’s also possible to directly enter the data into R as listed below.

x <- data.frame(
GENDER=factor(c(1,2,1,2,1,1,2,2,1,2),labels=c("M","F")),
SICKNESS=factor(c(1,1,2,1,2,1,2,1,2,1),labels=c("HEALTHY" , "DISEASE")),
ETHNICITY=factor(c(1,1,1,2,2,2,3,3,3,3),labels=c("JAPANESE","INDONESIAN", "KOREAN")),
BMI=c(25.0,22.5,28.5,17.5,30.0,23.5,20.0,19.5,24.5,27.0),
WELLBEING=ordered(c(3,3,2,1,1,3,2,3,1,2),labels=c("BAD", "MODERATE" , "GOOD")))

2 Two binomial variables

table (x$GENDER,x$SICKNESS) # same as xtabs(“GENDER+SICKNESS, data=x)
fisher.test(table (x$GENDER,x$SICKNESS))
chisq.test(table (x$GENDER, x$SICKNESS))

require (ved)

print (OR <- oddsratio(table(x$GENDER,x$SICKNESS) ,log=FALSE))

confint (OR)

assocstats(table (x$GENDER, x$SICKNESS))
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3 Regression Analysis

gooboooboooooooboobobo0oolooboooboooooboUobooooOooDObOoooooDoo
00000 (Regression analysis is a model-based method to explain the variation of a dependent variable by the

variation of a independent variable.)
oooobooooooooooOoooooOoooboOoOooOoboOoOooOoOoOoOooOoboboOoOooOboOoOoooOoOobOooOooon

*1 For ordered variable, x$WELLBEING <- ordered (x$WELLBEING, levels=c("BAD","MODERATE","GOOD")) is needed after reading
the data.



goooobobooobbooobbooobbooobbLOoob b0 oo Do ooob oo o
0000000000000 00D0O (In the regression analysis, scattergram with regression line must be made,
and the intercept and the regression coefficients with those confidence intervals and prediction intervals should
be calculated. Adjusted R-squared is also to be calculated, which shows the proportion of the variance of the

dependent variable explained by the model. Residuals are also to be analyzed.)

3.1 DOO0OO0ODO (Prerequisite)

0oo0dooooooooooD 200000000000000000000O00O00D 20000000000
gooooooOoOoooooO010ooofoooOoooooooooooOoUooooUoooDoUoooOoooo
0 OO O (Regression analysis requires 2 vectors with the same length. Usually, the frame of regression analysis
is applyed to the data of 2 quantative variables (eg. height and weight) for each subject, in which how much
variance of the dependent variable can be explained by the independent variable.)

joboboooooboobOoobooooboobooooboobOoooDbooboboobooboboobooooo
00000000 (As a principle, the independent variable should have accurate values without any measurement
error, but in fact, both 2 values are measured values with some errors.)

0000000000000 000000000000 10000000000000 read.delim("clipboard")
0000000000000 0O0attach() D0O0O000D0D0DOOO0OO (To apply the regression analysis to actual
data, reading the data is needed first, using read.delim("clipboard") after copying the area of data in MS-
Excel table or using read.delim("filename.txt") after saving the data file ”filename.txt” as tab-delimited text
file in MS-Excel. The first line of the data should be the names of variables. After reading, the data frame should
be attached by attach() function.)

3.2 OO (R statement rule)

00000 YOOOOOO XO0OO0O0O0*®oooOooo00000000oo00o00000000000000
000000000000 0000000000000000000000000(Let Y as a dependent variable
and X as an independent variable, the basic framework of regression analysis as following box, where the runif
is a uniform random number generator in [0,1]. Here if missing value is included in either variable, its record is

automatically omitted from the analysis.)

a N
plot(Y = X)

res <- 1m(Y ~ X)

abline(res)

summary (res)

pre <- data.frame(X=seq(1, 10, by=1))

pre.c <- predict(res, pre, interval="confidence", level=0.95)
pre.p <- predict(res, pre, interval="prediction", level=0.95)
matlines(pre, pre.c, lty=c(1,2,2), col=1)

matlines(pre, pre.p, lty=c(1,3,3), col=c(1,2,2))

plot(res)

o /
100000000000000C0CCO0O0000000 x1ab="Xx0OO0OOOO"OODOmain="0000C0OO"DOO
ylim=c(0,50)0 YO ODODOOOO 00D 500000000000000000000O0OO (The first line is the basic

form to draw scattergram. Options of xlab="the name of X axis variable", main="title of the graph",

ylim=c(0,50) (set graph limit of y axis in [0,50]) and so on are available.)
20000000000000 (The second line is the regression analysis itself.)

*2X <= 1:10; Y <- X/2+runif(10) 000000000000 runif(10) 0 000 100000000 1000000000000



30000000000000aepline() 0000000000000 OOOO0O0O0O0OOOOOOODOOOOOO
000000000000 000 (The third line is to add regression line to the scattergram.)

40000000000000000000Coefficients O (intercept) 00000000 DOXO0OOO0OODO
00000000000 p-valueJOOOODOODOOOODOODODOOOODDOODOOO (The 4th line shows
the summary of regression analysis. The rightmost term of the line X is the result to test the null-hypothesis “the
regression coefficient is 0”.)

50000 9000000000000000000000000A0(The lines 5-9 are drawing the confidence

intervals and prediction intervals of the regression line.)

1000000000000000000 (The last line is to do residual analysis and so on.)
goooooooooooobooooboobogoobDooooobobooboooooboooD 1Obobobooooboo
00000000000 (The result of the regression analysis is usually shown as the following table. More than

one results are often summarized into a single table.)

_Table. The effectof X on Y.,

Terms Coefficients p-value
Intercept 0.723 0.0069
X 0.467 5x 1077

* Adjusted R?=0.96
3.3 OO (practice)

0000000 airquality 0000 00zoneD OO OO UOOODOOOOOSelar. ROODOOOOOOOOOOOO
00000000000 (Let’s try the regression analysis using the bulit-in data “airquality”, where Ozone is a
dependent variable and Solar.R is an independent variable.)

000000000000 wmOO00000000000000000000000000000000000A0
00000000data=0000000000000000000D00O0OO0O0OO0DOOOOOOOOOO(The code
listed below is an example to conduct this regression analysis.)

e N

plot(0zone ~ Solar.R, data=airquality)

res <- 1lm(Ozone ~ Solar.R, data=airquality)

abline(res)

summary (res)

pre <- data.frame(Solar.R=seq(min(airquality$Solar.R), max(airquality$Solar.R), len=100))
pre.c <- predict(res, pre, interval="confidence", level=0.95)

pre.p <- predict(res, pre, interval="prediction", level=0.95)

matlines(pre, pre.c, lty=c(1,2,2), col=1)

matlines(pre, pre.p, lty=c(1,3,3), col=c(1,2,2))

o J




